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Working hard to get my �ll,

everybody wants a thrill.

Payin' anything to roll the dice,

just one more time.

Some will win, some will lose,

some were born to sing the blues.

Oh, the movie never ends,

it goes on and on and on and on!

Jonathan Cain, Steve Perry, Neal Schon, 1981.
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Abstract

One subject of this thesis was the preparation of silicon (Si) with the surface orienta-
tion (100). This surface tends to dimerization and the creation of a (2× 1)/(1× 2)-
reconstruction, in order to (partially) saturate dangling bonds at the surface. Further-
more, vicinal Si(100) surfaces with a misorientation of 4◦ towards the 〈110〉-direction
were investigated. Due to the miscut and with regard to suitable preparation parame-
ters, a surface with only (1× 2)-reconstructed terraces can be provoked. The average
terrace width in the ideal case is 3.89 nm. Hence, vicinal Si(100) can be used as substra-
te for the ordered and uni-directional growth of rare-earth silicide nanowire arrays, e.g.
with yttrium di-silicide (YSi2). Here, the inter-wire distance is adjustable by variation
of the sample surface misorientation. YSi2 grows epitaxially on Si(100) along the [110]-
direction, since the lattice parameters almost match perfectly. In this context, mea-
surements using Scanning Tunneling Microscopy (STM) and Re�ection High-Energy
Electron Di�raction (RHEED) were performed. Additionally, the crystallinity of the
nanowires and the structure of the wetting layer were investigated.





Kurzfassung

Im Rahmen dieser Arbeit wurde die Präparation von Silizium (Si) mit der Ober-
�ächenorientierung (100) optimiert. Diese neigt zur Dimerisierung und Ausbildung
einer (2× 1)/(1× 2)-Rekonstruktion, um freie Bindungen an der Ober�äche abzu-
sättigen. Auÿerdem werden vizinale Si(100)-Ober�ächen mit einem Fehlwinkel von
4◦ gegen die 〈110〉-Richtung untersucht. Aufgrund des Fehlwinkels und mithilfe der
geeigneten Präparationsparameter wird eine eindomänige Ober�äche herbeigeführt,
die nur (1× 2)-rekonstruierte Terrassen aufweist. Die mittlere Terrassenbreite beträgt
im Idealfall 3,89 nm. Damit ist vizinales Si(100) als Substrat für das geordnete und
uni-direktionale Aufwachsen von Selten-Erd-Silizid-Nanodrähten, wie z.B. Yttrium-
Disilizid (YSi2), mit einem über den Fehlwinkel variierbaren Drahtabstand geeignet.
YSi2 wächst epitaktisch auf Si(100) entlang der [110]-Richtung auf, da die Gitterkon-
stanten nahezu keine Fehlanpassung aufweisen. Hierzu wurden Messungen mit Scan-
ning Tunneling Microscopy (STM) und Re�ection High-Energy Electron Di�raction
(RHEED) durchgeführt. Des Weiteren wurde die Kristallinität der Nanodrähte und
die Struktur der ersten, benetzenden Ebene untersucht.
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1 Introduction

The investigation of metallic and especially rare-earth silicide nanowires (RESN) sparked
great interest within the past years. As silicon-based technology is shrinking to di-
mensions of less than 50 nm, new fabrication methods beyond conventional lithography
become more and more important. One approach for reaching smaller sizes, e.g. in
transistor technology, is self-assembly. For self-assembled electronic applications on
the nanometer scale low-resistance electrodes or interconnects are necessary. Here,
RESN get into game.
These form each other automatically on a heated silicon (Si) substrate and are strongly
dependent on the growth parameters [1]. Many properties of atomic wires originate
from their quasi one-dimensional shape. One aspect that has to be considered with
decreasing dimensionality is the limitation of degrees of freedom. In this case, it can
lead to plenty of interesting e�ects. RESN might help to understand the correlation of
structural, electrical and magnetical properties in one-dimensional structures or might
be suitable candidates to study complex physical problems like superconductivity or
spin-charge-separation.
Self-assembled nanowires usually have atomically abrupt interfaces and can grow sev-
eral microns long for widths and heights in the single digit nanometer range. In
this thesis, the structural properties of yttrium di-silicide (YSi2)-nanowires and coex-
isting nanophases will be studied on vicinal Si(100) surfaces with 4◦ misorientation
towards the 〈110〉-direction. Their uni-directional growth makes an anisotropic lat-
tice mismatch necessary. Hence, the formation of RESN has already been studied
intensively on �at Si(100) [2�7]. This research will be expanded by Scanning Tun-
neling Microscopy (STM) and Re�ection High-Energy Electron Di�raction (RHEED)
measurements from vicinal Si(100).
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2 Basics

In this chapter the experimental methods used and their theoretical foundations will
be introduced. Both, the Si substrates as well as the RESN have been characterized
by RHEED and STM. These techniques may be found in Sec. 2.2 and Sec. 2.4. Basic
information about electron di�raction, which is useful for understanding the processes
during RHEED, will be introduced in Sec. 2.1. In the following, the term current

direction is associated with the conventional direction of positive charges, which points
in the opposite direction of the electron �ow.

2.1 Electron di�raction at crystal surfaces

2.1.1 Wave character of electrons

Electrons may be treated as particles and waves, which is known as the wave-particle
dualism. This leads to the fact that electron beams can experience optical phenomena,
e.g. refraction, re�ection, and di�raction [8]. Non-relativistic particles in general have
a characteristic wavelength, the so called de Broglie-wavelength

λ =
h
p

=

√
h2

2m · Ekin
. (2.1)

Here, h denotes the Planck-constant, p the momentum, m the mass, and Ekin the
kinetic energy [9]. If the absolute value of the wave vector k =2π /λ ·ek is inserted into
Eq. (2.1) taking into account the vectorial character of the momentum, one obtains

p = ~k . (2.2)

Relativistic particles, e.g. electrons with high kinetic energies (Ekin & 50 keV), also
have an equivalent de Broglie-wavelength. But then Eq. (2.1) and Eq. (2.2) have
to be modi�ed due to relativistic e�ects [8]. Anyway, the wave character of electrons
makes interference possible and can lead to di�raction phenomena. Those may be
observed when electrons hit a periodic assembly of scatterers, e.g. atoms in a single
crystal. Further details concerning the wave character of electrons would go beyond
the scope of this introduction and can be found in Ref. [8] and Ref. [10]. Anyway,
an overview of the scattering at periodic assemblies will be given in Sec. 2.1.2. For
the understanding of di�raction phenomena the reciprocal lattice is useful, which is
described in Sec. 2.1.3 with a focus on RHEED. The kinematic approximation for
electron di�raction at crystal surfaces is introduced in Sec. 2.1.4.

3



Basics

2.1.2 N-slit experiment

If electrons are incident on the periodic lattice of a crystalline solid, each atom behaves
as a scattering center. Hence, the whole process can be understood as a typical N-
slit experiment and each atom corresponds to a source of radial waves. Since the
dimensions are much larger than the wavelength, these can be written as plane waves

ψ (r, t) = ψ0 e−ik·r . (2.3)

In this equation, r de�nes the source position, ψ0 the amplitude, and k the wave vector.
The mathematical derivation and solution of an one-dimensional N-slit experiment may
be found, e.g., in Ref. [11] and Ref. [12]. The resulting intensity for N slits is

IN (x) = |ψ (x)|2 ∝ I0 ·

∣∣∣∣∣sin
(
N a

2
k x

δ

)
sin
(
a
2
k x

δ

) ∣∣∣∣∣
2

= I0 ·

∣∣∣∣∣sin
(
Nπ a

λ
x
δ

)
sin
(
π a

λ
x
δ

) ∣∣∣∣∣
2

. (2.4)

Here, the distance between two neighboring scatterers is given by a, while N indicates
their number. Note that x/δ results from the small-angle approximation, where δ labels
the distance between scatterers and observation plane and x the (lateral) position in
the observation plane. Furthermore, k =2π /λ is the absolute value of the wave vector
k (cf. Eq. (2.2)). For an arbitrary initial intensity I0 this type of function is plotted
for N = 4 and N = 100 in Fig. 2.1.

Figure 2.1: Solution of a one-dimensional N-slit experiment (cf. Eq. (2.4)) for a)
N = 4 and b) N = 100. Main interference maxima are separated by integer multiples
of 2π with N − 2 fringes in between and become sharper and more intense for an
increasing number of slits. This image was taken and adapted from Ref. [13].

As can be seen from this image, the interference maxima become sharper and more
intense for an increasing number of slits. But the simulated experiment shown in
Fig. 2.1 just represents an idealized N-slit grating, while real di�raction patterns show
decreasing intensity for higher di�raction orders. The reason for this are the shape and
�nite size of the slits so that an additional form factor has to be used as enveloping
function in Eq. (2.4). This is generally applicable to any kind of scattering center,
thus also to atoms of a crystal surface. The proper approximations will be further
explained in Sec. 2.1.4 with a focus on electron di�raction at crystal surfaces.

4



Electron di�raction at crystal surfaces

2.1.3 Reciprocal space

Ideal single crystals are three-dimensional assemblies of atoms or groups of atoms,
placed in a crystal lattice. Their surfaces can be understood as perfect interfaces
between matter and vacuum. The reciprocal space is a mathematical concept useful for
describing the di�raction at those surfaces [14�17], which will be brie�y introduced in
this chapter. The primitive translation vectors of the reciprocal lattice bj consistently
have the dimension of a reciprocal length and satisfy the expression ai · bj = 2π · δij.
Here, ai denotes the real space translation vectors, δij is the Kronecker-delta, and
i, j ∈ Z. For perfect surfaces the basis vectors in reciprocal space can be de�ned with
a unit vector en normal to the surface as

b1 = 2π · a2 × en
a1 · (a2 × en)

,

b2 = 2π · en × a1

a1 · (a2 × en)
. (2.5)

When electron waves with a wavelength of the same order of magnitude as typical
lattice constants are incident at crystal surfaces, the resultant interference e�ects can
be described by Bragg's law [18]. From this it is known that constructive interference
occurs, when the path di�erence of two scattered waves is equal to integer multiples
of the wavelength. An alternative formulation are the Laue-equations

a1 ·K‖ = 2π h ,

a2 ·K‖ = 2π k . (2.6)

Here, K = kf − ki is the scattering vector and K‖ = kf,‖ − ki,‖ its component parallel
to the surface [19]. As well, ki denotes the incident and kf the scattered wave vector,
while ki,‖ and kf,‖ represent their projections into the surface plane, respectively. The
items h and k are Miller-indices [20], which correspond in their three-dimensional
form to crystal lattice planes1. Using Eq. (2.5) the parallel component of the scattering
vector can also be expressed as linear combination of reciprocal lattice vectors

K‖ = X · b1 + Y · b2 . (2.7)

If the variables X,Y ∈ R attain integer values, they correspond to Miller-indices.
At these reciprocal lattice positions the Laue-conditions in Eq. (2.6) are automati-
cally ful�lled, i.e. the scattering vector is equal to a reciprocal lattice vector. Hence,
constructive interference can be observed in equivalence to Bragg's law. Since the
Laue-conditions are two-dimensional equations for di�raction at ideal surfaces, in-
terference maxima occur as di�raction rods from the surface. This will be further
explained in Sec. 2.1.4.
As one can see, the reciprocal space is a convenient concept, because reciprocal lattice
vectors describe the periodicity of interference maxima like real space translation vec-

1
Miller-index k should not be confused with the absolute value of the wave vector |k| in Eq. (2.2).

5
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tors describe the periodicity of unit cells [21]. Since the electrons are considered to be
di�racted elastically, ki and kf have equal lengths. Thus, the solutions of Eq. (2.7) lie
on a spherical surface with radius 2π/λ. This construction is called Ewald-sphere and
equivalent to a quasi-momentum conservation [22]. Its two-dimensional projection is
sketched as a circle section in Fig. 2.2.

Figure 2.2: Ewald-sphere for electron di�raction at ideal surfaces using RHEED
geometry. Here, ki is the incident wave vector and ϑi its angle at the surface. Scat-
tered waves are represented by k(n)f and ϑ(n)f , where (n) indicates the di�raction order.
Constructive interference occurs where Ewald-sphere and di�raction rods intersect.

From this image it can be seen that constructive interference occurs, where the Ewald-
sphere and the di�raction rods intersect. If non-ideal and especially stepped surfaces
are investigated with electron di�raction, the perpendicular component of the scat-
tering vector has to be taken in account as well [23]. Due to the path di�erence at
atomic steps, additional interference e�ects appear. Therefore, both the the reciprocal
lattice vector in Eq. (2.7) as well as the scattering conditions in Eq. (2.6) have to
be expanded into the third dimension. However, it should be noticed that the Laue-
equations only give information about the periodicity of the crystal lattice (!), whereas
the inner structure of unit cells may have an in�uence on the di�raction intensity, too.
From X-ray Di�raction (XRD) it is known that forbidden di�raction features can occur
from destructive interference e�ects within the unit cells [21].

2.1.4 Kinematic analysis of surface scattering

Some applications in electron di�raction call for a precise analysis of the interfer-
ence maxima, e.g. the RHEED intensity oscillation technique during Molecular Beam
Epitaxy (MBE) [10, 24]. The interpretation of experimental data requires dynamic
di�raction theory in such cases, which considers multiple scattering processes within
the topmost atomic layers of the surface [25]. However, the intensity oscillation tech-
nique is not feasible for the systems investigated, since the growth mode is not subject
of this work and in particular this method is not sensitive to sub-monolayer structures.
Besides, the dynamic interpretation becomes rather complex for non-ideal surfaces.
The application of a kinematic approach neglecting multiple scattering in the atomic

6



Electron di�raction at crystal surfaces

layers close to the surface is justi�ed, which also leads to su�cient results in many
cases [23, 26]. A schematic illustration of electron di�raction at a periodic assembly
of atoms under gracing incidence is shown in Fig. 2.3.

Figure 2.3: Kinematic analysis of scattering at ideal surfaces during RHEED. Since
electrons are incident under the grazing angle ϑ, the atomic distance a can be translated
to an e�ective lattice constant a′. The e�ective lattice is given by the projection of
the ideal lattice into a plane perpendicular to the incident wave vector ki.

Scattering at ideal surfaces (with lattice constant a) under grazing incidence is equiv-
alent to di�raction with orthogonal incidence by an e�ective lattice (with lattice con-
stant a′). The projected atomic distances are much smaller than the ideal ones, because
the sine in a′ = a · sin(ϑi) becomes very small for grazing angles. Therefore, the en-
ergy of the electron beam has to be higher than for electron di�raction techniques with
orthogonal incidence on the ideal surface in Fig. 2.3, e.g. Low-Energy Electron Di�rac-
tion (LEED). Otherwise, the fundamental Bragg-condition for interference e�ects at
crystal lattices would not be ful�lled, as λ would not have the same order of magni-
tude as the e�ective lattice constant. Although it was sketched one-dimensionally, the
relation illustrated in Fig. 2.3 can be carried over to two dimensions without any loss
of generality.
Anyhow, electron di�raction at crystal surfaces is an interaction between the parti-
cle waves and the periodic potential of the surface [27]. An extensive mathematical
derivation of this interaction can be found in Ref. [28] and Ref. [29]. Since the exper-
imental dimensions are much larger than λ (cf. Eq. (2.1)), it is feasible to apply the
Fraunhofer-approximation and treat the electrons as plane waves. Hence, electron
di�raction at a single electron can be expressed as

Af (K) = C Ai eiK·re with C = −sin (ϑ) q2

m c2 δ
. (2.8)

Af (K) represents the amplitude of an elastically scattered electron wave, which follows
directly from Thomson-scattering at free particles. In this context Ai denotes the
amplitude of the incident wave, K the scattering vector (cf. Sec. 2.1.3), and re the
position of the single electron. Furthermore, ϑ is the scattering angle, q the electron
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charge, m the electron mass, c the speed of light, and δ the distance between scattering
center and observation point. Scattering at the electron cloud of a surface atom may
be calculated by summation of the contribution of all its electrons using Eq. (2.8):

Af (K) = C Ai

∫
dr %elec(r) eiK·(r+ra) = C Ai f (K) eiK·ra

⇒ f (K) =

∫
dr %elec(r) eiK·r . (2.9)

Here, f (K) =
∑

fn (K) is the atomic form factor that considers the di�erent positions
rn of n electrons within the atom as phase di�erences. The item %elec(r) =

∑
%n(rn)

represents the time-averaged electron density distribution and results from the delo-
calization of the electrons, while ra is the atomic position and acts as reference point.
Despite these considerations, the concept still does not completely describe the elec-
tronic surface interaction during RHEED. The potential distribution ϕ(r) of a crystal
surface results as well from the atomic nuclei as can be seen in

∇2ϕ(r) = −4π [%nucl(r)− %elec(r)] . (2.10)

Regarding this, %nucl(r) denotes the charge density contribution of the nuclei, while
%elec(r) is from Eq. (2.9). The Fourier-transform of a scatterer's potential is de�ned
as the amplitude of a scattered wave [28]. Inserting the inverse Fourier-transform of
the atomic potential distribution into Eq. (2.10) leads to the Mott-formula

fMott (K) = 4π
Z− f (K)

K2 . (2.11)

In this context Z simply is the atomic number and f (K) the scattering amplitude from
Eq. (2.9). Therefore, the charge distributions of both the atomic nuclei as well as
the electron clouds are considered. Due to the two-dimensional symmetry of a perfect
and in�nite surface without steps (cf. Fig 2.3), the di�raction pattern would consist
of arbitrarily sharp di�raction rods [30]. But this result can not be achieved in real
experiments, because the incident electrons always have a �nite penetration depth at
surfaces. Furthermore, the long-range order of crystal lattices , e.g, is disturbed by
thermal vibrations, which is known as Debye-Waller-factor (DWF) and reduces the
peak-to-background ratio [31, 32]. Point defects in the crystal lattice have a similar
e�ect on the di�use background intensity, which is why they often are referred to
as static DWF [33]. Besides, atomic steps broaden the di�raction rods at certain
positions (between what would be Bragg-points) [34, 35]. Regardless of the explicit
electron di�raction technique, a complete understanding of the scattering at surfaces
has to consider both the energy-dependent intensity and the shape of the di�raction
features [36]. In fact, di�raction at real crystals leads to so called crystal truncation
rods (CTR), which is a term out of the �eld of XRD. These are illustrated as a
combination of Bragg points and di�raction rods in Fig. 2.4 c) and represent a semi-
in�nite crystal [21]. A further explanation of RHEED patterns and the Ewald-sphere
in relation to the RHEED speci�c geometry and vicinal surfaces is given in Sec. 2.2.2.
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Figure 2.4: Idealized reciprocal lattices for a) three-dimensional crystals without
defects (broken lines are just for better visibility), b) perfect and in�nite surfaces, and
c) semi-in�nite surfaces. This image was taken and adapted from Ref. [37].

2.2 RHEED

2.2.1 Origin of RHEED streaks

RHEED is a powerful tool for the characterization of structural surface properties and
was developed by Nishikawa and Kikuchi [8, 38]. It is based on the elastic scattering
of electrons at crystal lattices, which was discovered by Davisson, Germer, and
Thomson [39�42]. The origin of RHEED streaks is explained in Fig. 2.5.

Figure 2.5: Schematic illustration of the origin of RHEED patterns. On the left a
two-dimensional lattice is shown, where the �nite sizes L1 and L2 are integer multiples
of the lattice constants a and b, respectively. L1 is perpendicular, L2 parallel to the
incident electron beam, which is indicated by the arrow above. The corresponding
reciprocal lattice can be found on the upper, the simulated RHEED pattern on the
lower right. The dimensions of the di�raction features depend on the items L1 and L2

and the incidence angle ϑ. This image was taken and adapted from Ref. [8].

From this image it can be seen that the average terrace size, which is represented by
the �nite sizes L1 and L2, as well as the incidence angle ϑ in�uence the dimensions of
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occuring di�raction features. In the simulated RHEED pattern in the lower right of
Fig. 2.5 the vertical length of the streaks is proportional to (L2)−1. Thus, elongated
streaks can be observed, if the terrace dimension is short parallel to the incident
electron beam (small L2). In contrast, spot-like streaks appear for terraces whose
mean dimension is large parallel to the electron beam. The lattice constants a and b
have e�ect on the position of the streaks and the distance between the Laue-circles,
since they are related to the reciprocal lattice vectors via Eq. (2.5).
The di�raction pattern of a clean, nominally �at Si(100) surface is shown in Fig. 2.6.

Figure 2.6: RHEED pattern (15 keV, electron beam in
〈
110
〉
/
〈
110
〉
direction) of a

�at Si(100) surface. a) Inverted di�raction pattern with enhanced dynamic range. The
yellow shape is attributed to the cubic (1× 1)-lattice, the (1/2 0)- and (1/2 0)-streaks
as well as the (L = 1/2)-circle to the (2× 1)/(1× 2)-reconstruction of the Si(100)
surface. b) Non-processed magni�cation of black rectangle in a). The (1× 1)-streaks
show higher intensities than those of the superstructure in between. c) Schematic
drawing of (L = 0)-circle in b).

The pattern in Fig. 2.6 a) exhibits a lot of characteristics, e.g. di�raction features of
di�erent shapes and intensities on three so called Laue-circles. For an ideal surface (cf.
Fig. 2.3) these would represent intersections of the di�raction rods with the Ewald-
sphere, which are zones where the scattering condition (cf. Eq. (2.7)) is ful�lled. Since
the diameter of the Laue-circles is proportional to the inverse square of Ekin, more
features occur on the phosphorescent screen at higher energies. Anyway, the bulk
contribution of the single crystal can be seen as Kikuchi-lines, which run from the
primary electron spot to the edge of the image [38]. The four rings around the central
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spot are no di�raction e�ects, but di�use electrons that are inelastically scattered at
the aperture and �ange of the electron gun. Another artifact from the experimental
setup is the shadow of the specimen, which appears brighter (because of the inverted
contrast) in the lower third of this image. Surface and bulk inhomogeneities contribute
to the greyish area left and right of the red dashed line.
On the one hand, the yellow shape in Fig. 2.6 a) has the (00)-, (01)-, (11)-, and (10)-
streaks as corner points and can therefore be attributed to the cubic (1× 1)-lattice of
the surface. On the other hand, dimerization is a well-known phenomenon for Si(100),
which will be explained in Sec. 3.1 and induces a (2× 1)/(1× 2)-reconstruction. This
leads to the (1/2 0)- and (1/2 0)-streaks in the one and to the (L = 1/2)-circle in the
other reciprocal lattice direction2. The additional streaks at the (1/2

1/2)-position and
integer multiples hereof are an artifact of the post-processing software and will be
discussed in Sec. 4.2. Although the enhanced dynamic range increases the visibility
of weak features, the resulting patterns can not be used for quantitative conclusions.
Anyhow, the RHEED streaks have mostly dot-like shapes, which is why the average
terrace width on this surface is supposed to be at least tens of nanometers. It was
con�rmed to be 49.2 nm over a large sample area using STM.
In general, RHEED patterns can also be used for quantitative measurements, e.g.
to observe intensity oscillations of the specular beam. This technique allows to draw
conclusions about di�erent growth modes during MBE [24, 43, 44]. The interpretation
of spot intensity variations, however, can be challenging when few is known about the
coupling between substrate and adsorbate [45]. Besides, the RESN investigated in
this work do not cover one full monolayer so that no oscillations would be visible at
all. The di�raction method therefore was just used to qualitatively characterize the
orientation of the dimer rows and nanowires on the Si surfaces.

2.2.2 Vicinal surfaces

Up to this point two-dimensional or at least atomically �at surfaces have been con-
sidered. In the following, di�raction at vicinal surfaces is introduced. These are cut
and polished with an angle against one of the fundamental crystal axes, e.g. vicinal
Si(100) with 4 ◦ towards 〈110〉 (cf. Fig. 2.7).

Figure 2.7: STM image
of a clean, vicinal Si(100)
surface with 4 ◦ miscut to-
wards 〈110〉.

2 Integer multiples of (1/2 0)-streaks and (L = 1/2)-circle result from this superstructure, too.
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Typical features of a vicinal Si(100) surface can be observed: The step edges are paral-
lel to each other and terraces show an homogenously distributed width. Furthermore,
neighboring terraces are mostly separated by double steps, although a few single atomic
steps can be found. Small kinks appear at a few sites, however, the terrace edges do
not meander like it can be observed for �at surfaces. These properties make stepped
surfaces suitable candidates for several scienti�c problems, e.g. the ordered growth of
nanowire arrays [46]. An idealized vicinal surface without defects or inhomogeneities
and the corresponding reciprocal lattice is shown in Fig. 2.8.

Figure 2.8: Idealized vicinal surface. a) Real space image with terraces that are equal
in length L and step height d. Here, a determines the distance of nearest neighbors and
ϑc the mean angle of misorientation. b) Corresponding reciprocal lattice with vertical
di�raction rods (solid lines) and those tilted by ϑc (broken lines). In- and out-of-phase
Ewald-spheres are indicated by red circle sections, three-dimensional Bragg points
by red dots. These images were taken and adapted from Ref. [8].

The Ewald-spheres are sketched as circle sections in this image. Where these pass
through what would be Bragg-points from an ideally three-dimensional single crystal,
they are called in-phase Ewald-spheres, because the condition for constructive inter-
ference is ful�lled on their perimeter. On the contrary, out-of-phase Ewald-spheres
appear when they pass through the middle of two Bragg-points. The geometrical
construction in Fig. 2.8 also illustrates that the di�raction conditions from stepped
surfaces strongly depend on the mean angle of vicinality

ϑc = arctan

(
d
L

)
. (2.12)
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Here, the step height is given by d and the average terrace width by L [8, 47]. Following
this and the kinematic assumptions (cf. Sec. 2.1.4), the intensity of electrons that are
scattered at an ideally vicinal surface can be calculated to

I (K) ∝

∣∣∣∣∣sin
(
N Kx

a
2

)
sin
(
Kx

a
2

) ∣∣∣∣∣
2

·

∣∣∣∣∣sin
(
M
2

(Kx L−Kz d)
)

sin
(
1
2

(Kx L−Kz d)
) ∣∣∣∣∣

2

. (2.13)

Regarding this, K denotes the scattering vector, Kx its x-, and Kz its z-component.
N represents the mean number of scattering centers per terrace and M the number of
steps. Hence, the �rst item corresponds to the average scattered intensity from one
step with N terrace atoms. This is equivalent to the idealized one-dimensional N-slit
experiment in Eq. (2.4). As can be derived from Fig. 2.8, the resulting di�raction rods
from one perfect terrace alone (solid lines) would have the distance 2π/a and the width
2π/(N a) = 2π/L. The second factor in Eq. (2.13) represents the number and order
of the M terraces and leads to di�raction rods, which are normal to the miscut surface
(broken lines). Their width parallel to the surface is 2π/τ , where τ = M ·

√
d2 + L2

represents the length of the whole staircase.
The RHEED pattern of the vicinal Si(100) surface in Fig. 2.7 is shown in Fig. 2.9.

Figure 2.9: RHEED pattern (15 keV,
electron beam perpendicular to step
edges) of vicinal Si(100) a) with en-
hanced dynamic range and b) non-
processed. The split spot in the black
box is interpreted as �rst order of the
(L = 1/2)-circle. As no higher orders
can be observed, this indicates a minor
(2× 1)-domain at the surface. Spots
that are split in the orthogonal direc-
tion are indicated by red ellipses and
associated with the existence of mainly
(1× 2)-terraces.

A weak splitting can be observed left and right of where would be the (0 1/2)-streak
in the black frame in Fig. 2.6 a). Since this is a manipulated RHEED pattern with
enhanced dynamic range, the intensity of the various di�raction features can not be
compared. Therefore, a non-processed magni�cation can be found in Fig. 2.6 b) with
marks where the split spot is placed in Fig. 2.6 a). What is interpreted as �rst order of
the (L = 1/2)-circle is even weaker in this image. As no higher orders can be observed
at all, this probably indicates a minor (2× 1) terrace orientation at the surface. Spots
that are split along the (00)- or (01)-streak show a lot higher intensities (already before
the image manipulation; not shown) and are indicated by red ellipses. They can be
associated with the existence of mainly (1× 2)-terraces of a small width, because the
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pattern exhibits elongated streaks. This is not surprising, since the expected terrace
width of the investigated Si(100) surfaces is Lcalc = d/ tan (ϑc) ≈ 3.89 nm.

2.2.3 Experimental setup

RHEED patterns are similar to those from LEED in at least three points: They result
from electrons that are scattered at the periodic potential of the surface. Not less than
high-vacuum is necessary to prevent the electron beam from interacting with residual
gas molecules and the sample from absorbing impurities [14]. And both di�raction
patterns can give information about structure and morphology of crystal surfaces.
Since λ (cf. Eq. (2.1)) has the same order of magnitude as typical lattice constants, the
fundamental condition for interference e�ects at crystal lattices is ful�lled. Although
electrons with typically 8 keV ≤ Ekin ≤ 20 keV are used during RHEED (for some
applications even higher), its surface sensitivity is ensured by grazing incidence of the
electron beam at the sample surface. This geometry limits the information depth to
the topmost atomic layers and keeps it comparable to the mean free path of low-energy
electrons in matter, ΛLEED . 1 nm, even though the mean free path of high-energy
electrons at orthogonal incidence is a lot higher. A schematic illustration of this
geometry with dimensions of the present RHEED setup is shown in Fig. 2.10.

Figure 2.10: Schematic RHEED geometry with electron source (left), sample ma-
nipulator (center), and phosphorescent screen (right). In the present setup the dis-
tance between sample and screen is δ = 8.5 in ≈ 21.59 cm and the screen diameter
% = 3.5 in ≈ 8.90 cm. Samples point downwards and can be varied in height z and az-
imuth angle γ. ϑi denotes the angle of incident and ϑ

(n)
f the angle of scattered electrons

with (n) as di�raction order. Possible electron trajectories are indicated in red.

The basic setup consists of electron gun, sample holder, and phosphorescent screen. In
the ultra-high vacuum (UHV) chamber, which was used at The University of Tennessee
in Knoxville (UTK), the sample surfaces point downwards and can be manipulated
in height z and azimuth angle γ. The distance between their rotation center and
the window �ange is δ = 8.5 in ≈ 21.59 cm and the inner diameter of the screen is
% = 3.5 in ≈ 8.90 cm. The items ϑi and ϑ

(n)
f were already introduced in Sec. 2.1.3, they

represent the angles of incident and di�racted electron beams. Possible trajectories
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that occur during electron di�raction are represented by red lines in Fig. 2.10. A
schematic illustration of the whole UHV chamber and two photographs of the RHEED
setup can be seen in Fig. 2.11.

Figure 2.11: UHV chamber and RHEED setup at UTK. a) Schematic top view of
UHV chamber with RHEED setup, STM extension, and in-situ MOKE. The manip-
ulator is not shown, but would be orthogonal to this illustration in the center of the
main chamber. b) Photograph of electron gun in the foreground and phosphorescent
RHEED screen in the background. c) Photograph of camera extension.
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2.3 Simpli�ed vacuum tunneling

2.3.1 One-dimensional tunneling e�ect

From a quantum mechanical point of view electrons are delocalized and represented
by the wave function ψ (z), which is a solution of the one-dimensional and time-
independent Schrödinger-equation

− ~2

2 m
d2

dz2 ψ (z) + U (z) ψ (z) = E ψ (z) . (2.14)

Here, m denotes the electron mass, U(z) the potential, and E the energy [48]. This
leads to the phenomenon that particles can tunnel through barriers U(z) > E, which
they classically could not surmount. In these classically forbidden regions, e.g. in a
piecewise-constant potential barrier, Eq. (2.14) has the solution

ψ (z) = ψ (0) e−κz with κ =

√
2m · (U (z)− E)

~
. (2.15)

Regarding this, κ is the decay constant describing electron movement through the
barrier and ψ (0) represents the wave function at the sample-sided barrier edge. While
the probability density |ψ (z) |2 vanishes in classical mechanics, it attains non-zero
values in quantum mechanics and leads to the tunneling e�ect [49]. The potential
barrier is realized by a short vacuum gap between tip and surface in the case of STM.
A schematic illustration can be found in Fig. 2.12.

Figure 2.12: One-dimensional metal-vacuum-metal tunneling junction. The vacuum
level Φ + Ef is the absolute value of the potential barrier, where Φ denotes the work
funktion and Ef the Fermi-level. For small distances s and an applied bias voltage
VT the tunneling probability for a sample state ψ (z) with the energy En increases
(Ef − VT < En < Ef). Despite the classically forbidden vacuum gap, a tunneling cur-
rent JT can be measured. This image was taken and adapted from Ref. [48].
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A quantum-mechanical tunnel current JT ∝ e−s κ is measured, when the potential
barrier width s and the di�erence (U(z)− E) in Eq. (2.15) are small. Binnig and
Rohrer found that the tunneling probability is additionally a�ected by an applied
bias voltage VT resulting in

JT ∝
VT

s
e−A

√
Φ s . (2.16)

Here, A =4π /h
√

2m ≈ 1.025 (
√
eV Å)−1 is the vacuum gap and Φ the average work

function of the two electrodes, which is the minimum energy necessary to lift an elec-
tron into the vacuum level Φ + Ef (cf. Fig. 2.12). Hence, the tunneling probability
of a surface state ψ (z) with the energy En increases proportional to the bias voltage
between tip and sample (for Ef − qVT < En < Ef), since VT lowers the e�ective barrier
height [50�52]. Again, JT is found to be very sensitive to s and only observable within
a few Ångstrøm of barrier width [49].
This one-dimensional tunneling model leads to correct qualitative results. However,
the exact in�uences of STM tip, tunneling barrier, and sample surface have to be ex-
panded for quantitative issues [53, 54]. This is incorporated by the modi�ed Bardeen
approach, which will be introduced in Sec. 2.3.2. A table of exemplary values for κ
and Φ, however, is shown in Ref. [48]. An extensive derivation of the mathematical
concept may be found in Ref. [55] and Ref. [56]

2.3.2 Theory according Bardeen, Tersoff, and Hamann

A theoretical approach towards the tunneling of single electrons between two metals
separated by an oxide layer was performed by Bardeen long before the invention
of STM [57]. In this work a transition matrix Mµν was introduced, which treats the
two electrodes as individual sub-systems. Therefore, two wave functions have to be
regarded as solutions of the time-dependent Schrödinger-equation. This tunneling
theory was complemented by the work of Tersoff and Hamann [58], who basically
made three assumptions:

1) The density of states (DoS) of the tip, ρtip, is considered to be constant.

2) Only the foremost tip atom participates in the tunneling e�ect.

3) Its wave function is considered to be a spherically symmetric s-orbital.

The �rst aspect takes into account that stable tips are required for the imaging during
STM, whereas the second and third one express requirements concerning the tip shape.
Since the two electrodes are not treated as one system as in Sec. 2.3.1, their wave
functions ψsurf and ψtip are assumed to not manipulate each other. According to the
�rst-order, time-dependent perturbation theory, the tunneling process may then be
understood in terms of a Hamilton-transfer matrix [55]. This treatment implies
that the tunneling distance always is a non-zero number and the bias voltage is small
compared to the average work function. Thus, ψsurf is not in�uenced by the resulting
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electric �eld. The transition matrix Mµν mentioned earlier can be calculated by the
expression

Mµν = − ~2

2m

∫
edge

dS
[
(ψtip

µ )∗ ∇ψsurf
ν − ψsurf

ν ∇(ψtip
µ )∗

]
(2.17)

The integral in this equation respects the size of the edge face separating sample surface
and tip, which is nothing more than height and width of the potential barrier. Hence,
according Ref. [57] one obtains for the tunneling current

JT =
4π q
~

∫ VT

0

dε ρsurf(Ef − q · VT + ε) ρtip(Ef + ε) |Mµν |2 . (2.18)

Regarding this, q indicates the electron charge, ρsurf the DoS of the surface, and ρtip

the DoS of the tip. The item ε denotes the integration variable in terms of an energy.
With respect to the three assumptions above, this relation can be simpli�ed to

JT ∝ VT ρ
surf(R, Ef) . (2.19)

Here, R de�nes the position at the sample surface, which has the closest distance
to the foremost tip atom. With this information at hand one can conclude that
the topography one obtains from STM always images the DoS at the Fermi-level in
dependence of the surface position and local environment. In reality, however, the
apex does have an in�uence on the microscope resolution and ψsurf and ψtip do a�ect
each other at very short distances. Hence, the application of the Tersoff-Hamann-
approximation is limited, which is subject of, e.g., Ref. [59] and Ref. [60].

2.4 STM

2.4.1 Working principle

STM was developed by Binnig and Rohrer, earning them the Nobel Prize in Physics
in 1986 [61, 62]. In cooperation with Gerber andWeibel they realized vacuum tun-
neling of electrons between sharp tungsten (W) tips and metal samples [63]. If this
is combined with a high-precision scanner, microscopes with up to 0.1 nm lateral and
0.01 nm depth resolution can be constructed. Hence, the technique enables the inves-
tigation of solid surfaces with atomic precision (or even higher [64, 65]).
As shown in Eq. (2.16), JT decreases exponentially with s. But for the interpretation
of surface images by STM it is also important to know, whether electrons are tunneling
into unoccupied or out of occupied surface states. The latter is usually associated with
a positive gap voltage between tip and sample. Depending on the voltage level of VT

also electronic states of the valence or the conduction band can have an impact on the
imaging results. Especially the material and shape of the tip as well as the chemical
composition of the sample can a�ect the tunnel probability, which was indicated at
the end of Sec. 2.3.2 already. Therefore, chemical information might be needed for a
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correct interpretation of the topographical image of the surface. A schematic of STM
in operation can be seen in Fig. 2.13.

Figure 2.13: STM in operation over
a stepped surface. Piezo-electric ele-
ments Px and Py allow to move the tip
parallel to the surface, while Pz con-
trols the gap width by height variation
of the tip. The CU detects the tunnel
current JT for an applied gap voltage
VT. Height variation of Pz and detec-
tion of JT are combined in CCM, where
surface topographies are reconstructed
by a feedback loop. This image was
taken and adapted from Ref. [52].

This image shows that two piezo-electric elements Px and Py allow the lateral move-
ment of the probe scanner, while Pz controls the gap width between probe and sample
by height variation of the tip. Since JT is strongly depending on s, two di�erent oper-
ation modes can be used in STM. During constant height mode (CHM), s is �xed and
the varying tunnel current is detected as a function of surface position. This is appli-
cable at even surfaces, because the risk of tip collisions with atomic steps or islands is
very low. On the contrary, the constant current mode (CCM) should be used to gain
structural information of surfaces with higher atomic roughness. A feedback loop with
the control unit (CU) then compares JT with a pre-de�ned set point at every position
of the surface. If necessary, CU varies Pz and therefore the value of s, which avoids the
mentioned tip collisions with coarse surface structures. It should be noted that the
setup of three seperate piezo-electric transducers is replaced by a single piezo-electric
tube in most of nowadays STM designs, which improves the microscopic performance
and tip stability. Besides, a tube scanner is easier to fabricate and incorporate into a
STM setup [66]. The working principle stays the same, though.

2.4.2 Tip preparation

Empirical results and theoretical calculations (cf. Sec. 2.3.2) have shown that the tip
geometry considerably in�uences the resolution of images given by STM [67, 68, and
references therein]. Collisions with surface atoms, adsorption of residual gas molecules,
and desorption of atoms by voltage pulses are just some examples of how the electronic
or atomic structure at the very end of real tips can change. But all these processes are
a�ecting the resolution of the microscope. A bent or �attened tip can lead to increasing
noise or blurred images, also referred to as multiple-tip e�ect. Hence, it should be the
experimentalist's goal to prepare the apex shape as sharp as possible. The tips used
during this thesis were made from polycrystalline W wire with 0.25mm diameter that
was etched in 5 molar potassium hydroxide (KOH) solution. An examplary Scanning
Electron Microscopy (SEM) image of a freshly prepared STM tip is shown in Fig. 2.14.
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Figure 2.14: SEM images of freshly
prepared W STM tip, taken at an ac-
celeration voltage of 5 kV. a) 524-
times magni�cation of polycrystalline
W wire with a diameter of 0.25mm
that was etched in 5 molar KOH solu-
tion. b) 200,000-times magni�cation
of black frame in a) shows minimum
diameter below 50 nm. These images
were taken and adapted from Ref. [54].

As can be seen from Fig. 2.14 b) the minimum diameter of the tip is already below
50 nm. Due to the preparation process, etched W tips are covered by an about 10 nm
thick oxide �lm. If the probe is exposed to in-situ electron bombardment or ion
sputtering, the local energy input leads to the removal of the oxide molecules and a
further reduction of the tip diameter [69]. Additional voltage pulses during STM in
operation can help to remove adatoms at the very end of the probe. For the electro-
chemical preparation of the metallic tips di�erent designs can be used, where one
example is shown in Fig. 2.15.

Figure 2.15: Device for electro-chemical preparation of metal tips, which is used at
UTK. Magni�ed inset on the left shows that a Nd magnet, glued to a screw, holds the
tip holder. Metal sheet acts as cathode, W wire as anode. If a drop of KOH solution
is added, voltage of around 5V between the electrodes will lead to a current. The less
KOH is added, the better de�ned the area of the etching process will be.
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Such an apparatus is based on an electrolytic redox reaction. A piece of W wire is
spot-welded to a tip holder and used as anode material. The cathode is a thin sheet
of stainless steel with a hole in it, where the wire is put through. If KOH solution
is added and a voltage of around 5V is applied between the electrodes, the following
oxidation reaction can be observed at the anode:

W(s) + 8OH−(aq) −−→WO4
2−(aq) + 4H2O(l) + 6e− .

Where the W wire comes into contact with KOH, more and more of it is removed
while the current is �owing between the two electrodes. The thinner the layer of basic
solution, the better de�ned (future) STM tips will turn out. Several attempts might
be necessary to apply the right amount of KOH and the usage of a pipette can be
bene�cial to remove the surplus solution from underneath. The reduction near the
kathode leads to the production of molecular hydrogen:

6H2O(l) + 6e− −−→ 6OH−(aq) + 3H2(g) .

Everything can be summed up in the total chemical equation:

W(s) + 2OH−(aq) + 2H2O(l) −−→WO4
2−(aq) + 3H2(g) .

At some point of the etching process, the wire becomes so thin that the part underneath
the KOH layer drops to the ground. Afterward, the tip is cleaned with deionized water
from remaining KOH to completely stop the reaction. The appearance, homogeneity,
and sharpness of etched probes typically is superior over cut wire pieces, as it is shown
for W in Ref. [54]. In STM theory (cf. Sec. 2.3.2) it is assumed that just one single tip
atom attributes to the tunneling process. However, the previously discussed in�uences
still have a large impact on the imaging quality and some of them can change during
STM in operation, e.g. the constellation of the foremost tip atoms. Therefore, no
general conclusions should be drawn from SEM images of the apex shape alone, in
particular when these are obtained ex-situ. Although in some experiments the tip
quality is examined via in-situ Field-Ion Microscopy (FIM), the real structure while
scanning over sample surfaces can not be determined with certainty [49, 70]. It even
has been shown that the electronic surface interaction during STM is not just sensitive
to the foremost atoms but to the orientation of the foremost orbitals, e.g. during
Scanning Probe Microscopy (SPM) with C60 molecules on Si surfaces [71, 72].

2.4.3 Experimental setup

At Universität Osnabrück (UOS) a commercial setup from SPECS Surface Nano

Analysis GmbH, STM type Aarhus 150 SPM, is used. It is integrated in an UHV
chamber with �ve sections: Samples are loaded into the system via load-lock, which
reaches pUOSpre ≈ 5 · 10−8 mbar. Two chambers can be used for di�erent MBE experi-
ments, which both have base pressures around pUOSMBE ≈ 1 · 10−8 mbar. One of the MBE
extensions is equipped with a RHEED setup, allowing experiments with the intensity
oscillation technique during �lm growth. A forth chamber can be used for LEED and
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X-ray Photoelectron Spectroscopy (XPS) measurements (pUOSXPS ≈ 1 · 10−11 mbar). The
�fth section of the UHV chamber is equipped with the STM setup mentioned above
and reaches base pressures pUOSSTM . 5 · 10−10 mbar. Furthermore, a sample garage can
be found here, which allows to store several specimen. The samples are moved be-
tween the experimental techniques in these sections by several magnetically guided
transfer rods that are mounted to the chamber. All sections are individually pumped
and seperated by gate valves. A schematic illustration is shown in Fig. 2.16 a).
The STM base is built from an aluminium (Al) block, which is attached to four springs
and several strings of synthetic rubber. Both the inertia of the metal block as well as
the resonant frequencies of the springs and strings are optimized for the best possible
damping of oscillations and vibrations. In addition to that, the scanner head is elec-
trically and thermally isolated against the metal block by three quartz crystal balls.
The STM head combines two drives, as it was already mentioned in Sec. 2.4.1. For the
�ne x-, y-, and z-movements of the tip a single piezo-electric tube is used, while the
(relatively coarse) approach movement of the STM head is realized by an inchworm
motor. A cross-sectional view of the Aarhus 150 SPM design is given in Fig. 2.16 b).
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Figure 2.16: UHV chamber and STM setup at UOS. a) Schematic top view of UHV
chamber at UOS, which consists of �ve sections: Samples are loaded into UHV via
load-lock. MBE can be realized in two chambers, one in combination with a RHEED
setup. Another section allows LEED and XPS measurements (hemispherical analyzer
not shown, but would be orthogonal to this illustration). All sections are individually
pumped and seperated by gate valves. Transfer rods can be used for sample movement
and a garage in the STM section allows storage of several samples. b) Schematic cross-
section of STM type Aarhus 150 SPM by SPECS Surface Nano Analysis GmbH.
The x-, y-, and z-movements of the tip are realized by a piezo-electric tube, while an
inchworm motor is used for coarse approach movements.
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3 Investigated materials

3.1 Si

The element Si has the atomic number Z = 14 and is a tetravalent semiconductor.
It is placed in the fourth main group and third period of the periodic table of ele-
ments. Besides, it exhibits a melting point of 1414 ◦C and crystallizes in the diamond
structure for temperatures lower than this. The crystal structure is equivalent to a
non-primitive face centered cubic (fcc) lattice with a basis containing two atoms at
the lattice positions (0 0 0) and (1/4

1/4
1/4). The lattice constant of the cubic Si unit

cell is aSi = 5.431Å. A schematic illustration of the diamond cubic crystal structure
is shown in Fig. 3.1.

Figure 3.1: Diamond cubic crys-
tal structure of Si, which is equiv-
alent to a non-primitive fcc lattice
with a basis containing two atoms
at the lattice positions (0 0 0) and
(1/4

1/4
1/4). The lattice constant

is a = 5.431Å. This image was
taken and adapted from Ref. [73].

Elemental Si of highest purity is widely used in nowadays semiconductor electronics,
e.g. it may be found as substrate of integrated circuits in almost every modern device.
It o�ers relatively good accessibility and low costs (second most common element in
the Earth's crust [74]) in combination with tunable electrical properties. However,
most of it is distributed in the form of oxides or silicates but �nds usage in biology,
materials science, and chemistry without being separated. The electrical properties of
pure Si can be manipulated by doping with other elements, e.g. phosphorus (P) or
boron (B). Through this the charge carrier concentration and therefore the properties
are changed by replacing Si atoms at distinct lattice positions.
The unreconstructed Si(100) surface exhibits a simple cubic (sc) surface unit cell with
the lattice constant a = aSi/

√
2 = 3.84Å and layer distance d = aSi/4 = 1.36Å, result-

ing from the diamond cubic crystal structure (cf. Fig. 3.1). After the usual temper-
ature treatment, which will be extensively introduced in Sec. 4.1, a (2× 1)/(1× 2)-
reconstruction can be observed on Si(100) surfaces [14]. This is sketched in Fig. 3.2.
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Figure 3.2: Si(100) surface with a) bulk-terminated (1× 1)-lattice and b) (2× 1)-
reconstruction. The unsaturated bonds of the topmost atoms (sketched in gray) favor
the formation of dimers, which leads to a larger unit cell given by arec = a = 3.84Å
and brec = 2 · a = 7.68Å. This image was taken and adapted from Ref. [14].

As can be seen from this image, each of the topmost Si atoms is bonded to two atoms
of the next lower layer. Hence, each surface atom features two dangling bonds and the
formation of dimers is favored saturating half of those [75]. Atoms at terrace edges
are rebonded and form dimer-like bonds with lower terrace atoms [76]. As a result of
this behavior and the underlying diamond structure (cf. Fig. 3.1), the orientation of
the dimer rows changes by 90◦ on neighboring terraces that are separated by single-
layer step height. Although this is valid for any kind of Si(100) surface, a schematic
illustration of the dimer orientation shifting on a vicinal surface is shown in Fig. 3.3.

Figure 3.3: Vicinal Si(100) surface
showing a) single-layer step height
with two and b) double-layer step
height with just one of the two sur-
face reconstructions. The result-
ing step edges are indicated by SA,
SB, and DB, respectively. In ac-
cordance to Eq. (2.12) the angle
of vicinality is associated with ter-
race width and layer distance by
tan(ϑc) = d/L. This image was
taken and adapted from Ref. [77].

The terrace type with the dimer rows parallel to the step edge will be labeled as
(2× 1)-, the other one as (1× 2)-reconstruction in the following. The ratio of both
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can be manipulated by di�erent parameters, e.g. the applied direct current (DC) di-
rection or the mean angle of vicinality [78�83]. Under the assumption of exclusively
double-steps between neighboring terraces, one can expect an average terrace width
L = 3.89 nm for d = 1.36Å and ϑc = 4◦ (cf. Eq. (2.12)). Anyhow, in Ref. [14] it
is shown that the regular constellation in Fig. 3.2 b) is just the frozen image of a
dynamic and random dimer buckling. Since this motion appears on a shorter time
scale than the investigating methods, e.g. STM or LEED, are able to resolve, only
time-averaged images can be gained from Si(100) surfaces at room temperature (RT).
This, however, changes at temperatures below 200K and with decreasing temperature
more and more asymmetric dimers become visible.
The samples investigated during this thesis were cut from vicinal p-type Si(100)-
wafers. These were slightly B-doped so that they o�er a speci�c resistance between
1 Ω cm > σ > 20 Ω cm. Their thickness is given by 525µm and the angle of vicinality
by ϑc = 4 ◦ towards 〈110〉. A schematic illustration of such a wafer can be found in
Fig. 3.4. Here, the (imaginary) direction of the step edges on the surface is indicated
by dashed lines and the angle of vicinality by ϑc.

Figure 3.4: Schematic illustration of an industrial Si(100)-wafer with 4 ◦ miscut to-
wards 〈110〉. Primary and secondary �ats indicate a {100}-surface of p-type. The
direction of the step edges on the surface is indicated by dashed lines and the angle of
vicinality is given by ϑc.
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3.2 Y and its silicides

The element yttrium (Y) has the atomic number Z = 39 and may be found in the
third subgroup and �fth period of the periodic table of elements. It is a trivalent
transition metal showing chemical properties very similar to the lanthanides and is
often classi�ed as one of the rare earth elements (REE). It crystallizes in the hexagonal
closed-package (hcp) structure and reveals the lattice parameters aY = 3.6474Å and
cY = 5.7306Å and shows a melting point of 1523 ◦C [84]. In nature Y is never found
in its elemental form but often in compounds with other REE. The production of
highly puri�ed Y is relatively complex and expensive, since it is di�cult to separate
REE from each other and the earthly Y amount is only 31 ppm in total.
If Y is deposited on Si at elevated temperatures, silicide formation has to be considered.
With regard to possible nanophases, this process in general is very sensitive to the
evaporating conditions. For instance, an Y-induced (2× 7)-reconstruction appears on
Si(100) surfaces due to wetting layer formation for low coverages and relatively low
temperatures [1]. The growth of the wetting layer is a well-known phenomenon for
several REE silicides on Si(100) surfaces [85�87]. It is, however, limited by a coverage
of about 0.35ML, since this represents a surface that is completely covered by the
(2× 7)-reconstruction. The exact structure and origin of the wetting layer has not
been clari�ed yet.
On top of the surface reconstruction nanowire growth sets in. Regarding this, it
remains unclear, whether the orientation of the nanowires relative to the dimers of the
reconstructed Si(100) (2× 1)/(1× 2)-surface are induced or otherwise a�ected by the
formation of a wetting layer [1]. Anyhow, for relatively thin RESN it is known that
they crystallize in the hexagonal AlB2-structure, leading to the stoichiometry YSi2 in
this case [86]. The schematic illustration of a bulk unit cell can be found in Fig. 3.5.

Figure 3.5: The bulk-terminated unit
cell of YSi2 exhibits the hexagonal AlB2-
structure and contains of three Y atoms
(grey) and six Si atoms (red). The lattice
constants are given by aYSi2 = 3.842Å
and cYSi2 = 4.144Å.

Here, the lattice constants are given by aYSi2 = 3.842Å and cYSi2 = 4.144Å. Therefore,
YSi2 perfectly matches the lattice constant arec of the reconstructed Si(100) surface
in
〈
110
〉
/
〈
110
〉
-direction (cf. Fig. 3.1). Due to the high lattice mismatch along brec,

the growth of crystalline structures along the 〈110〉/
〈
110
〉
-direction is prohibited and

leads to uni-directional growth of atomic wires. Zeng et al. performed calculations
using density functional theory (DFT) on the surface DoS of YSi2-nanowires [86]. In
particular, they solved the structural and electronic properties of wires with a three
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times larger width than the lattice constant arec. A cross-sectional and a side view of
the surface structure con�rmed by them is given in Fig. 3.6.

Figure 3.6: Cross-sectional and side view of YSi2 surface unit cells from DFT-
calculations. The nanowires exhibit a three times larger width than the lattice constant
arec of the underlying Si(100). Here, Y atoms are shown in red and Si atoms in yellow.
This image was taken and adapted from Ref. [86].
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4 Results and discussion

In this thesis, Si substrates with (100) surface orientation and 4 ◦ miscut towards 〈110〉
were used. They will be referred to as vicinal Si(100) substrates in the following for
simpli�cational reasons. A few results for comparing purposes were also obtained from
nominally �at Si(100) surfaces. All samples were characterized with RHEED and STM,
which have been introduced as experimental techniques in Chap. 2. The di�raction
patterns obtained from RHEED are manipulated for a better visibility of weak features
and should not be used for quantitative conclusions, except stated otherwise.

4.1 Substrate preparation

A �rst move towards the epitaxial growth of YSi2-nanowires on vicinal Si(100) surfaces
is the substrate preparation and characterization. It is common practice to clean
Si samples by DC heating. Here, the surface quality can be in�uenced by several
parameters, e.g. the �ash-heating temperature, DC direction, and post-annealing (PA)
procedure. The goal of this work is to investigate the growth of ordered YSi2-nanowire
arrays on vicinal Si(100) surfaces. Hence, the underlying substrate should ful�ll the
following criteria:

1) (1× 2)-reconstruction at the surface (cf. Fig. 3.3).

2) Homogenously distributed terrace width L.

3) Si dimer rows without vacancies (cf. Fig. 3.2).

The �rst aspect is motivated by the fact that RESN in general run perpendicular to the
dimer rows and were meant to grow along the terrace edges. Hence, (1× 2)-terraces
are necessary for a growth that is not immediately limited by the step edges. As can
be seen in Sec. 3.1 this is automatically ful�lled for surfaces, where the terraces are
separated by parallel edges with double-step height. If the second criterion is satis�ed,
the Si substrate governs the inter-wire distance of the YSi2-nanowires in terms of the
average terrace width. Furthermore, the dimer rows should not exhibit any defects or
vacancies, since these represent the building foundation of the silicides.
The �rst step of sample preparation was cutting them from industrial Si wafers. Af-
terward, the substrates were marked with a dot on the backside so that the crystal-
lographic axes could be tracked over the whole procedure. Subsequently, they were
cleaned in an ultrasonic bath for approx. 10min each in acetone and isopropyl alcohol.
After bringing them into the load-lock and pumping down the pre-chamber, the sam-
ples were degassed for several hours at Tsam ≈ 450 ◦C until the UHV system reached
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base pressure (pUTKmain ≈ 3 · 10−11 mbar) again. The degassing was achieved with a py-
rolytic boron nitride (PBN) crystal at UTK, while similar results were gained with
DC heating of the samples themselves at UOS. The PBN crystal is integrated in the
manipulator right behind the sample holder and has the disadvantage that it heats up
several components in the immediate vicinity. Due to the fact that the sample stage
is hundreds of degrees cooler than the PBN crystal, condensation may appear. But
good results were obtained, since the environment of the sample stage was relatively
clean. This is supported by the fact, that the main chamber only rised to a pressure of
pUTKPBN ≈ 5 · 10−10 mbar during the annealing process. In the contrary, the samples are
the hottest point when they are degassed with DC heating. However, poor contacts
between clamps and samples may be a drawback, since the contact properties often
change with temperature as the samples change their volume.
At the very beginning, the in�uence of the �ash-heating temperature was investigated
without regard to the other parameters. However, these were kept as constant as pos-
sible for all specimen. The Si samples were �ash-heated several times until the pressure
did not rise over pmax = 1 · 10−9 mbar for at least 20 s. Then, the surfaces were assumed
to be clean and the increasing pressure was attributed to the up-heating surroundings.
In consistency with the literature [88�94, and references therein], 1250 ◦C was found
to lead to clean surfaces, while it is still relatively far away from the Si melting point.
Even in hot spots, which always tend to appear when clamps are used as contacts,
this temperature does not lead to melted sites. An infrared pyrometer with a precision
of ±25 ◦C was used to determine the sample temperatures. The �ashing procedure
is mainly based on the results presented in Ref. [94]. The established recipe for the
preparation of Si(557) (vicinal Si(111)) was optimized for vicinal Si(100) surfaces here.
After �nding the optimum temperature, the preparation procedure was investigated
concerning a possible in�uence from the DC direction [78�83, 95�98].
A STM image of the vicinal Si(100) surface, which was �ash-heated with an applied
DC down the staircase, is shown in Fig. 4.1.

Figure 4.1: STM image (CCM, VT = −1.5V, Jset = 0.07 nA) of vicinal Si(100) sur-
face that was �ashed multiple times at 1250 ◦C with DC heating step-down, quenched
to RT with tens of degrees per second, and not post-annealed.
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In this image a general tendency of the surface to form double steps can be observed,
which is not surprising at this o�-axis angle according Ref. [83]. Besides, the predom-
inant terrace type is the (1× 2)-reconstruction, which is assumed to originate from
the slightly lower surface energy at step edges [99�101]. If a vicinal Si(100) surface is
prepared as explained above, it exhibits terraces that are almost equal in their widths.
However, in contrast to the quality criteria de�ned at the beginning of this section,
some terraces appear where the dimer rows run parallel to the step edges. Further-
more, the dimer rows themselves show a lot of vacancies a�ecting the overall surface
roughness. In order to eliminate the observed dimer defects and potentially increase
the surface coverage by (1× 2)-terraces, the same sample was �ash-heated again a few
times. But in opposition to the previous procedure it was quenched to 935 ◦C within
30 s after the last �ashing (cf. Ref. [94]). At these conditions, it was kept for 15min
in terms of PA and subsequently cooled to RT with a rate of < 1 ◦C/s. A STM image
of this vicinal Si(100) surface can be found in Fig. 4.2.

Figure 4.2: STM image (CCM, VT = −1.5V, Jset = 0.1 nA) of vicinal Si(100) surface,
which was �ash-heated multiple times at 1250 ◦C with applied DC in step-down direc-
tion and was quenched to 935 ◦C within 30 s. At this temperature, PA was performed
for 15min, followed by cooling down to RT with a rate of < 1 ◦C/s.

The additional PA treatment obviously leads to the formation of smoother terraces
in comparison to Fig. 4.1. The majority of them is separated by double steps, but
some parts of the surface also exhibit terraces with single-layer step height (cf. Sec.
3.1). These are covered by the (2× 1)-reconstruction that can be seen as dimer rows
running step-parallel. The overall appearance of this sample's surface exhibits parallel
step edges with very few kinks. Anyhow, one can still observe dimer vacancies, which
were meant to be eliminated by the PA. As these might be suspected to be a remaining
feature from the previous treatment, a completely new specimen was cut and brought
into UHV. This sample was only exposed to the second preparation procedure, which
lead to the very same results as noticed in Fig. 4.2.
Subsequently, another sample was cut, cleaned, and degassed in UHV like described
before. Compared to the surface in Fig. 4.1 the preparation parameters were the
same, except for the current direction. This sample was �ash-heated with an applied
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DC step-up and therefore in the opposing direction as displayed in Fig. 4.1. The STM
image corresponding to this surface is shown in Fig. 4.3.

Figure 4.3: STM images (CCM, VT = −2.0V, Jset = 0.1 nA) of vicinal Si(100) surface
that was �ashed multiple times at 1250 ◦C with DC heating step-up, quenched to RT
with tens of degrees per second, and not post-annealed. a) Derivative topography to
increase the visibility of (di�erentiated) height information from the sample over static
noise. This part of the surface shows a lot of kinks and terraces, which are separated
by single steps, but mostly defect-free dimer rows. b) Other surface regions exhibit
more parallel step edges with fewer kinks, but the dimer rows reveal vacancies here.

This preparation procedure leads to a volatile surface structure. On the one hand,
regions with almost entirely defect-free dimer rows can be found. However, these are
accompanied by a lot of terraces with single-layer step height and therefore both sur-
face reconstructions (cf. Fig. 4.3 a)). The appearance of many kinks along the step
edges creates the impression of a very rough surface. On the other hand, some parts
of the surface exhibit mostly parallel step edges with just a few kinks and therefore
not so many single steps (cf. Fig. 4.3 b)). These are predominantly covered by the
(1× 2)-reconstruction but reveal a lot of dimer vacancies at the same time. Hence,
this vicinal Si(100) surface was not considered to be an ideal substrate for the growth
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of YSi2-nanowires either3. In consistency with the two previous samples (cf. Fig. 4.1
and Fig. 4.2) a PA procedure was added to the preparation process of this substrate.
The preparation conditions of the sample surface in Fig. 4.4, hence, are identical to
those in Fig. 4.2, except for the opposing direction of the applied DC.

Figure 4.4: STM image (CCM, VT = −1.5V, Jset = 0.1 nA) of the derivative topog-
raphy of a vicinal Si(100) surface, which was �ash-heated at 1250 ◦C with applied DC
in step-up direction and quenched to 935 ◦C within 30 s. At this temperature, PA was
performed for 15min, followed by cooling down to RT with a rate of < 1 ◦C/s.

The height pro�le across the terraces in the upper right of this image (red solid line)
can be found in Fig. 4.5.

Figure 4.5: Height pro�le along the red solid line in Fig. 4.4. Note that the STM
image already was �attened. The average terrace width, however, can be determined
to be Lexp ≈ 3.87 nm, which is very close to Lcalc ≈ 3.89 nm (cf. Sec. 3.1).

3 The white spots in Fig. 4.3 b) are not attributed to structures of the Si(100) surface but just small
clusters that are deposited by the STM tip from time to time.
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According to the line scan in Fig. 4.5, the mean terrace size can be determined to
Lexp ≈ 3.87 nm. Thus, the surface shows the kind of terraces, which are expected
for ϑc = 4◦ and separated by double steps (cf. Sec. 3.1). Although Fig. 4.4 shows
a derivative topography image in order to suppress static noise, it can be clearly
seen how smooth the surface is. It exhibits almost exclusively terraces with (1× 2)-
reconstruction at the surface. The mostly parallel step edges are interrupted by very
few kinks, which are often accompanied by small (2× 1)-domains. These cover approx.
7.5 % of the surface. The coverage by terraces with the major (1× 2)-reconstruction
and the overall surface quality were veri�ed at di�erent sample positions. Hence, the
surface structure does not seem to be as volatile as it was observed for the sample in
Fig. 4.3. Furtermore, the dimer rows in this image reveal no (and on a large scale
only very few) vacancies, which is why the preparation procedure with DC in step-up
direction and PA is considered the best yet.
To check if the surfaces can become even more suitable for nanowire growth, the sur-
face preparation was repeated with a completely new sample. Fig. 4.6 shows the STM
image of a vicinal Si(100) surface, where the DC was applied in step-parallel direction.

Figure 4.6: STM image (CCM, VT = −1.5V, Jset = 0.1 nA) of vicinal Si(100) surface
that was �ashed multiple times at 1250 ◦C with DC heating step-parallel, quenched to
RT with tens of degrees per second, and not post-annealed.

From this image it can be seen that �ash-heating with step-parallel DC leads to even
less kinks than for the preparation parameters in Fig. 4.4. Therefore, very straight and
parallel step edges can be observed and the overall surface exhibits a low roughness,
which may be associated with the increased electromobility when the current �ows
along the step edges [95, 96]. However, mostly (1× 2)-terraces are obtained at the
surface but the amount of those with a (2× 1)-reconstruction is signi�cantly higher
than before (approx. 18.1 %). Furthermore, the dimer rows reveal a relatively high
defect density compared to the surface in Fig. 4.4. In order to achieve dimer rows with
less vacancies and to complete this series of sample preparations, the same sample was
�ash-heated a few more times and subsequently PA was performed. A STM image of
the resulting Si(100) surface can be seen in Fig. 4.7.
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Figure 4.7: STM image (CCM, VT = −1.5V, Jset = 0.05 nA) of vicinal Si(100) sur-
face, which was �ash-heated multiple times at 1250 ◦C with applied DC in step-parallel
direction and quenched to 935 ◦C within 30 s. At this temperature, PA was performed
for 15min, followed by cooling down to RT with a rate of < 1 ◦C/s.

Apparently, the additional PA procedure does not have as much e�ect on the surface
quality as it was observed for the samples with an applied DC perpendicular to the
steps. In comparison with the only �ash-heated sample in Fig. 4.6, the terraces reveal
a similar amount of kinks and (2× 1)-domains. Again, the step edges run mostly par-
allel to each other, while the terrace widths are homogenously distributed. Although
still existent, the surface in Fig. 4.7 shows less dimer vacancies than the sample that
was just �ash-heated and quenched without subsequent PA. After the last tempera-
ture treatment Y was deposited on this sample as is. The sample temperature during
deposition was Tdep ≈ 625 ◦C, the evaporating time tevap = 60 s, and the evaporating
power Pevap ≈ 39.9W. The sample was quenched to RT at the same time the shutter
of the evaporator was closed. Fig. 4.8 shows a STM image of the resulting surface.

Figure 4.8: STM image (CCM, VT = −1.5V, Jset = 0.1 nA) of YSi2-nanowires on
the vicinal Si(100) surface seen in Fig. 4.7. Evaporating parameters: θ ≈ 0.4ML,
Tdep ≈ 625 ◦C, tevap = 60 s, Pevap ≈ 39.9W, no PA after growth.
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The Y amount on the surface can be calibrated by the coverage of the wetting layer
and was about θ ≈ 0.4ML in this case, since the wetting layer was complete and the
�rst nanowires started forming [1]. As can be seen from Fig. 4.8, a non-negligible
part of the surface was occupied by YSi2-nanowires growing perpendicular to the step
edges (the longest have lengths around 21 nm). The origin of this can not be explained,
since this behavior was not observed before on vicinal Si(100) surfaces. Anyhow, it
was considered to be a drawback regarding the task to grow ordered YSi2-nanowires
along the step edges.
In general, one can conclude that the vicinal Si(100) surfaces with applied PA proce-
dure are superior concerning the earlier de�ned criteria over those without PA. This
statement includes the surface roughness, quality of dimer rows, and (at least for the
step-up �ashed samples) coverage by (1× 2)-terraces. Considering the surprising re-
sult of the nanowire growth in Fig. 4.8, the results concerning an optimized substrate
preparation can be summarized in the following list:

1) Cutting sample with step edges perpendicular to its long edge.

2) Applying DC in step-up direction.

3) Flash-heating at 1250 ◦C (pmax = 1 · 10−9 mbar).

4) Quenching to 935 ◦C within 30 s.

5) PA at this temperature for 15min.

6) Cooling down at a rate of < 1 ◦C/s.

These parameters lead to surfaces, which were found to satisfy the criteria list from
the beginning of this section as good as possible. Hence, they were the most suitable
for the formation of RESN on vicinal Si(100) surfaces and in particular were used for
the growth of YSi2-nanowires. The wire growth will be presented for nominally �at
Si(100) surfaces in Sec. 4.2 and for the vicinal ones in Sec. 4.3.

4.2 YSi2 on �at Si(100)

In order to get a feel for the preparation in general and to have a reference point for
RHEED measurements of the vicinal Si(100) surfaces, the YSi2-nanowires were grown
on a nominally �at sample �rst. Here, the deposition temperature was Tdep ≈ 623 ◦C,
the evaporating time tevap = 70 s, and the evaporating power Pevap ≈ 39.0W. Again,
it was arranged to simultaneously quench the sample to RT and close the shutter in
front of the evaporator. Thus, the nanowires were not exposed to PA. Di�raction
patterns of the clean and silicide-covered surface can be found in Fig. 4.9.
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Figure 4.9: RHEED pattern (15 keV, electron beam in
〈
110
〉
/
〈
110
〉
direction) of �at

Si(100) a) as clean surface and b) with Y-coverage (θ ≈ 0.35ML). The black frame is
shown in Fig. 4.11, while the red, dashed circles indicate additional Laue-circles.
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The basic features of the di�raction pattern in Fig. 4.9 a), i.e. corresponding streaks
of the cubic (1× 1)-lattice and the (2× 1)/(1× 2)-superstructure of the reconstructed
Si(100) surface, have been explained in Sec. 2.2.1 on the basis of Fig. 2.6. The origin
of the additional streaks at the (1/2

1/2)-position and integer multiples hereof, how-
ever, was not clari�ed yet. Again, it should be noted that the RHEED images shown
in Fig. 4.9 were merged from ten single di�raction patterns with di�erent intensities.
This was realized by varying the detection time of the used camera and capturing one
pattern for each setting. Through this, one obtains an image with extended dynamic
range and an increased visibility of weak features, which should not be used for quan-
titative statements concerning spot intensities. The inverted di�raction pattern from
Fig. 4.9 a) without the manipulated dynamics can be seen in Fig. 4.10.

Figure 4.10: Inverted RHEED pattern of the same Si(100) surface as shown in Fig.
4.9 a) without post-processing. The inset shows that the intensity of (1/2

1/2)-streaks
and integer multiples hereof is negligible in comparison with, e.g., the (0 1/2)-streak.

Comparing both images, one can see that the software used to enhance the dynamic
range ampli�es even the weakest features. However, there are three possible reasons for
the appearance of (1/2

1/2)-streaks in Fig. 4.9 a): At �rst, they might originate from
the line-like structure of the reconstructed Si(100) surface [102]. Second, they might re-
sult from superposition of other di�raction streaks or even Kikuchi-lines. And third,
there might be very small regions at the surface with a (2× 2)-reconstruction. For in-
stance, this may come out for the correlated buckling of Si dimers at low temperatures
[14, 101], crystalline silicon carbide (SiC) [103, 104], or tin-induced reconstructions
[105]. But the RHEED images were taken at RT and no other structures than the
(2× 1)/(1× 2)-reconstruction of the Si(100) surface could be con�rmed using STM.
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The reason of their existence could not be clari�ed unambiguously in this experiment,
since no spectroscopic methods were available to check the surface for impurities. In
conclusion, the (1/2

1/2)-streaks should be treated as what they are, namely artifacts
from the post-processing software. With regard to Fig. 4.10, their intensity is negligi-
ble in comparison with, e.g., the (0 1/2)-streak.
If the pattern in Fig. 4.9 b) is compared with the clean surface in Fig. 4.9 a), six
additional Laue-circles occurred. These are indicated by red, dashed circle sections
and can be attributed to a crystal structure with a seven times larger surface unit cell
along the

〈
110
〉
/
〈
110
〉
crystal direction in real space. As it was already mentioned in

Sec. 3.2, this is associated with the (2× 7)-reconstruction of the wetting layer after
deposition of REE on Si(100) surfaces [1, 85�87]. Additional spots also occured on
the perimeter of the original Laue-circles. For a closer consideration the black frame
from Fig. 4.9 b) is shown in a higher resolution in Fig. 4.11.

Figure 4.11: Magni�cation of black
frame in Fig. 4.9 b). The six ad-
ditional streaks (indicated by small,
yellow circles) between those of the
Si-(1× 1) (indicated by big, red cir-
cles) are associated with the (×7)-
component of the Y-induced (2× 7)-
reconstruction, which is caused by the
growth of a wetting layer.

In this image six additional streaks (indicated in yellow) occur on the original (L = 1/2)-
circle between streaks of the cubic Si-(1× 1) (indicated in red). These can also be
attributed to the (×7)-component of the Y-induced (2× 7)-reconstruction, since the
nominally �at Si(100) surface exhibits terraces that are separated by single-layer step
heights. Therefore, the orientation of both the dimer rows and the wetting layer after
Y-deposition are rotated by 90◦ on neighboring terraces (cf. Fig. 3.3).
When the azimuth angle is rotated from γ ≈ 220◦ (equivalent to the electron beam in〈
110
〉
/
〈
110
〉
direction) towards γ ≈ 255◦, another RHEED pattern can be observed.

This di�raction condition is displayed in Fig. 4.12 a) for the clean and in Fig. 4.12 b)
for the Y-covered surface. Here, one observes several curved streaks, which are related
to the strictly one-dimensional periodicity of YSi2-nanowires [5, 106]. Furthermore,
they indicate the crystallinity and good lattice match with the underlying Si substrate,
since the streaks pass through the cubic (1× 1)-lattice of the Si(100) surface. Hence,
they can also be understood as evidence for the proposed hexagonal AlB2-structure of
the wires (cf. Sec. 3.2).
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Figure 4.12: RHEED pattern with same properties as Fig. 4.9, except for the azimuth
angle. Curved, parallel streaks can be understood as evidence for crystallinity of the
YSi2-nanowires and good lattice match with the Si(100) substrate [5, 106].
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4.3 YSi2 on vicinal Si(100)

4.3.1 DC heating step-parallel

In addition to nominally �at surfaces, Y was also deposited on vicinal Si(100) samples
in order to grow YSi2-nanowires. So far, it remained unclear, whether the wetting
layer on this kind of surface would exhibit the same (2× 7)-reconstruction it reveals
when grown on �at samples. The reason for this is that the terraces with an average
width of 3.89 nm (cf. Sec. 3.1) normally would limit the propagation of a surface-wide
network. Furthermore, it is expected that any type of inter-terrace communication
between Y-atoms is energetically prohibited, which would result in random starting
positions of wetting layer and nanowires along the terraces. Anyway, the last sample
in Sec. 4.1 with an applied DC in step-parallel direction was used for the growth
of YSi2-nanowires. The evaporating conditions were Tdep ≈ 625 ◦C, the evaporating
time tevap = 60 s, and the evaporating power Pevap ≈ 39.9W. As for the nominally
�at sample in Sec. 4.2, the nanowires were not exposed to any PA but quenched to
RT right after the deposition. Fig. 4.13 shows di�raction patterns of the clean and
silicide-covered surface, which was heated with step-parallel DC.
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Figure 4.13: RHEED pattern (15 keV, electron beam perpendicular to the step edges,
DC in step-parallel direction) of vicinal Si(100) a) as clean surface and b) with Y-
coverage (θ ≈ 0.4ML).

44



YSi2 on vicinal Si(100)

The basic features of the clean surface in Fig. 4.13 a), e.g. the split spot left and right
of where would be the (0 1/2)-streak or the split (01)-streak, were discussed in Sec.
2.2.2. The very weak �rst order of the (L = 1/2)-circle was there associated with a
minor (2× 1)-domain at the surface. The weakness of the circle, however, is surprising
in consideration of the STM images that were obtained from this surface (cf. Fig. 4.7).
In Sec. 4.1 it was concluded that the vicinal Si(100) sample with an applied DC in
step-parallel direction reveals (2× 1)-terraces at over 15 % of the surface. But this is
not re�ected by these RHEED patterns. Note that the circle is weak in Fig. 4.13, but
almost non-existing in the non-processed image (cf. Fig. 2.9).
Comparing Fig. 4.13 a) with Fig. 4.13 b) it attracts attention that the splitting of
the (01)-streak vanished, which was associated with the vicinality of the surface [8].
Anyhow, the (L = 1)-circle is still existing but shows a very blurred perimeter. The
remaining di�raction streaks on the circle can not be dedicated to one of the crystalline
phases with certainty. Furthermore, in Fig. 4.13 a) the (1× 2)-reconstruction of the
dimers can be observed in terms of (1/2 0)- and (1/2 0)-streaks as well as integer
multiples hereof. These completely disappeared after the surface was covered with
about 0.4ML Y indicating total disorder along this direction. This might be a serious
argument to prove the expectations concerning random starting points of wetting layer
and nanowires on neighboring terraces.

4.3.2 DC heating step-up

Additionally, Y was deposited on vicinal Si(100) surfaces with an applied DC in step-
up direction. This kind of surfaces revealed the best surface qualities according the
criteria in Sec. 4.1 and the minor (2× 1)-domains with dimer rows parallel to the step
edges only covered about 7.5 % of the surface. A RHEED pattern of such a surface
is shown in Fig. 4.14. Here, the vicinality of the steps can be seen as streaks in Fig.
4.14 a), which are elongated along the Laue-circles. In reality, each elongated streak

consists of two separate spots. This can be obtained from the non-manipulated inset in
Fig. 4.14 b). The di�raction pattern after Y-deposition exhibits a superstructure along
the (L = 0)-circle. But for lack of resolution it can not be stated with certainty, if this
is the expected (×7)-component of the (2× 7)-reconstruction. The (×2)-component,
however, can be derived from the blurred (L = 1/2)-circle. Again, no superstructure
can be resolved along the circle, which indicates the randomly distributed starting
points of the wetting layer.
In Fig. 4.15 the corresponding pattern to Fig. 4.12 can be seen for a sample, which
was �ash-heated and post-annealed with step-up DC. Since the sample was rotated by
90◦ between Fig. 4.15 and Fig. 4.12, the curved and parallel streaks are not covered
by the experimental setup in this case. The (L = 1)-circle is indicated by a red, dashed
circle section in Fig. 4.15 a). The (L = 1/2)-circle of the clean surface can be guessed,
too, but is hard to indicate by hand. It should be noted that in Fig. 4.15 a) streaks at
(1/2 0)- and (1/2 0)-positions as well as integer multiples hereof can be seen. Although
no quantitative conclusions can be made about the true amount, one can de�nitely
state that (2× 1)-reconstructed surfaces are existent on the surface. These vanished
after the growth of YSi2-nanowires, which speaks for their one-dimensionality and may
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be indicated as overgrowth of the (2× 1)-terraces in the orthogonal direction, while
Si is incorporated from the sample surface into the nanowire.
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Figure 4.14: RHEED pattern (15 keV, electron beam parallel to the step edges, DC
in step-up direction) of vicinal Si(100) a) as clean surface and b) with Y-coverage and
non-manipulated inset of (L = 0)-circle (θ ≈ 0.35ML).
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Figure 4.15: RHEED pattern with same properties as Fig. 4.14, except for the
azimuth angle. Curved, parallel streaks can be understood as evidence for crystallinity
of the YSi2-nanowires and good lattice match with the Si(100) substrate [5, 106].

48



5 Conclusion

During this thesis the preparation of vicinal Si(100) surfaces with a miscut of 4◦ against
〈110〉 was optimized with regard to the �ash-heating temperature, DC direction, and
PA procedure. The goal was to �nd an optimum building foundation for ordered YSi2-
nanowire arrays. The di�erent preparation procedures were controlled by STM and
RHEED images.
In this context, the best possible vicinal Si(100) surface was achieved for an applied DC
in step-up direction, �ashing at 1250 ◦C for multiple times, and quenching to 935 ◦C.
This was followed by 15min of PA and a relatively slow cooling down procedure to RT
with a rate of < 1 ◦C/s. In comparison with the other DC directions and with regard
to the PA procedure, these samples o�ered relatively smooth surfaces with few kinks
and the lowest coverage of (2× 1)-domains as seen from the STM images. Further-
more, they revealed straight step edges in combination with homogenously distributed
terrace widths and defect-free dimer rows over large surface areas.
From the RHEED patterns one can conclude that in consistency with the nominally
�at surfaces also a (2× 7)-reconstruction can be observed on the vicinal Si(100) sur-
face, due to the wetting layer of the Y. Furthermore, the di�raction patterns exhibit
similar information concerning reconstructions on the surface than the STM, but for
a larger scale. However, the interpretation of dynamically extended RHEED images
have to be done carefully. For instance, these revealed a (2× 2)-reconstructed surface,
while this could not be con�rmed by corresponding STM images. In such cases, it
is always helpful to consult the non-processed images (out of the box) to be able to
estimate real intensity ratios of di�raction streaks.
The growth of YSi2-nanowires was observed on two types of vicinal samples, namely
with an applied DC current in step-up and in step-parallel direction. These could be
compared with results from nominally �at surfaces as well. From this, a new mech-
anism was observed during nanowire growth on the step-parallel contacted samples.
On these surfaces a single digit percentage is covered by YSi2-nanowires perpendicular
to the step edges, although the current direction and the associated electromigration
would suspect a di�erent outcome. This behavior was, however, never noticed on sam-
ples with an applied DC perpendicular to the step edges.
Some of the samples were capped with amorphous Si and investigated using Grazing
Incidence X-Ray Di�raction (GIXRD). It was the aim to get detailed information
about the system's structural properties, which was for the RHEED images in Chap.
4 often limited by the camera's resolution. The results, however, are still viewed but
at �rst sight they indicate that both the atomic wires and the wetting layer were de-
stroyed by the capping. Finding a solution for this might help to do research on the
YSi2-nanophases ex-situ.
One should also have in mind that the substrate preparation is in�uenced from strain
applied to the surface. This is, e.g., often the case when Si samples are clamped
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by the �ashing contacts. It might be tough to reproduce the impact on vicinal sur-
faces, but strain does a�ect the results from �ash-heating �at surfaces. With regard
to the investigated material it might be interesting to investigate the growth of other
RESN, e.g. dysprosium di-silicide (DySi2). This compound is as well as the dys-
prosium metal known to exhibit interesting structural and magnetic behavior at low
temperatures [107�111]. It might be a suitable candidate for the investigation of quasi
one-dimensional magnetism in nanowires.
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